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1. Introduction

3



Introduction

There are many kinds of sports games.

4

Badminton Basketball Baseball

Even more!



Introduction

How to watch a sports game?
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Video

Easy to understand 👍
Time-consuming 👎

Table

Time-saving 👍
Hard to understand 👎

Text

Easy to understand 👍
Time-saving 👍



Introduction

How to convert a video into a table?

[1] ShuttleSet: A Human-Annotated Stroke-Level Singles Dataset for Badminton Tactical Analysis [KDD 2023] 6

ShuttleSet [1] has already completed this task.

https://arxiv.org/abs/2306.04948


Introduction

How to convert a table into a text?
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1. Understand the structure of the table

2. Select relevant and important information

3. Write accurate and fluent text



How to convert a table into a text?

Introduction
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1. Understand the structure of the table

2. Select relevant and important information

3. Write accurate and fluent text



2. Method
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Tree-of-Report

10[12] Algorithm 426: Merge sort algorithm [M1]

https://dl.acm.org/doi/10.1145/355602.361317


Tree-of-Report
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(1) Content Planning
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(1) Content Planning

● Starting from the root node

● LLM determines the operations and arguments for the child nodes

● Input

○ Tables T ← (Tj | j = 1, 2, . . . , n)

○ Operation History OH ← (op | op = root())

○ Operation Pool OP ← (op | op ∈ operations, op != root())

○ Depth D ← 0

● Output

○ Operations and Arguments OA ← (Oi(Ai) | Oi ∈ OP, i = 1, 2, . . . , d)

○ d represents the degree of this node and must not exceed the maximum degree MAX_DEGREE
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Operations

● root(): Do nothing. Represent the root node of the tree.

● select_table(): Select a table by the table name.

● select_row(): Select the rows by the row indices.

● select_col(): Select the columns by the column names.

● count(): Count the number of unique values by the column names of tables.

● sort(): Sort the rows by the column names in sorting orders.

● filter(): Filter the rows by the column names, symbols, and values.

● write(): Write the text based on the tables. Represent the leaf node of the tree.
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(2) Operation Execution
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(2) Operation Execution

● Execute Oi(Ai) in Operations and Arguments OA respectively

● Update Tables Ti, Operation History OHi, Operation Pool OPi, and Depth Di

○ Ti ← Oi(T, Ai)

○ OHi ← OH + Oi(Ai)

○ OPi ← OP − Oi()

○ Di ← D + 1

● Pass Ti, OHi, OPi, and Di to the child nodes respectively

○ (1) Content Planning

○ (2) Operation Execution
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(2) Operation Execution

● The process continues recursively, until…

● If the depth D_i' reaches the maximum depth MAX_DEPTH

○ The LLM is used to generate a textual description t of the input table T, which is then returned 

to the parent node

● If a write() operation is encountered

○ The LLM writes a short text t_i' based on the input table T as well

○ Since other child nodes also return texts t_i', we collect them into a sequence 

t' = ( t_i' | i = 1, 2, …, d )

17



(3) Content Generating
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(3) Content Generating

● The LLM then merges these short texts t' and rewrites into a new text t

● Return t to the parent node

○ (3) Content Generating

● This recursive process continues until it returns to the root node

● The text t returned from the root node is the final output

19



Optimizations

1. Unlike Chain-of-Table, which generates operations first and then arguments, 

our method generates operations and arguments in one step

2. If a node has one child node, there is no need to use the LLM for merging

3. LLM is used for merging only at the root node, while other nodes simply 

concatenate texts
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Algorithm
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3. Experiment

22



3.1. Dataset
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RotoWire 🏀
● Human-written NBA basketball game summaries in English paired with their 

corresponding box and line scores

● 4,853 summaries

○ Train: 3,398

○ Valid: 727

○ Test: 728

24Challenges in Data-to-Document Generation [EMNLP 2017]

https://aclanthology.org/D17-1239/


MLB ⚾
● Baseball statistics paired with human-written summaries in English sourced 

from the ESPN website

● Compared to RotoWire, it is approximately five times larger, featuring a 

broader vocabulary and longer summaries

● 26,304 instances

○ Train: 22,821

○ Valid: 1,739

○ Test: 1,744

25Data-to-text Generation with Entity Modeling [ACL 2019]

https://aclanthology.org/P19-1195/


ShuttleSet+ 🏸
● We introduce a new dataset, ShuttleSet+, derived from ShuttleSet22.

● Since ShuttleSet22 does not include corresponding textual reports for each 

match, we collected human-written reports in English for each game from 

online sources such as the BWF and Olympics websites, and renamed the 

dataset as ShuttleSet+.

● 58 matches
○ Train: 40

○ Valid: 9

○ Test: 9

26ShuttleSet22: Benchmarking Stroke Forecasting with Stroke-Level Badminton Dataset [CoRR 2023]

https://openreview.net/forum?id=gSZKRyM5xo


3.2. Evaluation Metric
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Information Extraction (IE)

● Information

○ (table|column|value)

○ e.g. (match|winner|Akane YAMAGUCHI)

● LLM-based IE model

○ Extract information from the text.

○ To validate its reliability, we manually annotated a set of information and compared it with that 

extracted by the LLM.

○ It achieved over 60% on all evaluation metrics with one-shot prompting.

28Challenges in Data-to-Document Generation [EMNLP 2017]

https://aclanthology.org/D17-1239/


Evaluation Metric

● Relation Generation (RG) ⬆
○ Count (#) and Precision (P%) of information extracted from the generated report and table.

● Content Selection (CS) ⬆
○ Precision (P%), Recall (R%), and F1 score (F%) of information extracted from the generated 

report and referenced report.

● Content Ordering (CO) ⬆
○ The complement of the Damerau-Levenshtein Distance (DLD%) between information extracted 

from the generated report and referenced report.

● Average (Avg.) ⬆
○ Average of RG P%, CS P%, CS R%, CS F%, and CO DLD%.
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Evaluation Metric

● Time (in seconds) ⬇
○ Average time required to generate a text.

● Cost (in $0.001 USD) ⬇
○ Average cost required to generate a text.
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3.3. Implementation Detail
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Implementation Detail

● LLM: gpt-4o-mini

● Max depth: 5

● Max degree: 5

● Operation pool: All operations

● Table format: CSV
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3.4. Quantitative Result
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RotoWire 🏀

34

+2.49% 53% 61%



MLB ⚾
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+3.25% 53% 67%



ShuttleSet+ 🏸
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+4.57% 40% 40%



3.5. Qualitative Result
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Human

38

Short and correct



Chain-of-Table
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Long but not correct



Tree-of-Report
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Longer, detailed, and correct



4. Conclusion
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Conclusion

1. In the task of table-to-text generation for sports game reports, we introduce 
Tree-of-Report, a novel framework that recursively decomposes tables into 
smaller sub-tables, generates short textual descriptions for each sub-table, and 
merges these short texts into a complete report.

2. We introduce a new sports report dataset, ShuttleSet+, containing rally-level 
data from 58 badminton matches along with the corresponding human-written 
reports.

3. Tree-of-Report outperforms other prompt-based baselines on the RotoWire, 
MLB, and ShuttleSet+ datasets while maintaining relatively lower time and cost, 
demonstrating its superiority in both effectiveness and efficiency.
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5. Q & A
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Thank you for listening!
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Shang-Hsuan Chiang

Department of Computer Science, National Yang Ming Chiao Tung University, 

Hsinchu, Taiwan

andy10801@gmail.com Applying for PhD!
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A. Example Prompt
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Prompt for Content Planning
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Prompt for write() operation

48



Prompt for Content Generating
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B. Data Preprocessing
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Data Preprocessing for ShuttleSet+

1. We retain only the final stroke of each rally.

2. We selected the nine most essential columns, renaming and reordering to 

improve clarity while removing unrelated fields.

3. We translated the values in the ball_type, win_reason, and lose_reason into 

English.

4. We reorder the table columns according to the order specified in the table 

description of ShuttleSet+.
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Data Preprocessing for RotoWire

1. We convert the original data from JSON format into multiple CSV tables: game, 

home_line, vis_line, and box_score.

2. We reorder the table columns according to the sequence specified in the table 

description of RotoWire.

52



Data Preprocessing for MLB

1. We first convert the original data from JSON format into multiple CSV tables: 

game, home_line, vis_line, box_score, and play_by_play.

2. We remove these redundant rows to streamline the dataset.

3. We reorder the table columns according to the sequence specified in the table 

description of MLB.
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C. LLM-based IE Model
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LLM-based IE Model

● To validate its reliability, we manually annotated a set of information and 

compared it with that extracted by the LLM.

● It achieved over 70% on all evaluation metrics with few-shot prompting.
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Prompt for LLM-based IE Model
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D. Ablation Study
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The Effects of Large Language Models

● The performance of llama3.1-405b is only slightly worse than that of 

gpt-4o-mini, validating the generalizability of our method on open-source 

LLMs.

● However, gpt-4o did not outperform gpt-4o-mini, suggesting that gpt-4o-mini 

already performs sufficiently well on this task.
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The Analysis of Max Depth & Max Degree

● If more detailed text is required, increasing max depth and max degree 

improves performance at the expense of higher computational cost.

● Conversely, for more general text, reducing the max depth and max degree 

lowers both the level of detail and the cost.
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The Influences of Operation Pool

● Overall, maintaining all operations provides the most balanced performance, 

demonstrating greater robustness.
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The Impacts of Table Formats

● CSV achieves the best performance.

● While PIPE and HTML perform similarly, they have significantly higher time and 

cost due to requiring more symbols to represent the table.

● Markdown performs the worst, likely because LLMs have been pre-trained on 

fewer examples of this format.
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